Lecture 3

e If X'is an eigen vector corresponding to A\, AX = AX, How will cX transform?

A(eX) = c(AX) = e¢(AX) = A(cX)

= If X is eigenvector corresponding to A then cX will also be an eigenvector
corresponding to the same .

Thus eigen vector corresponding to an eigen value is not unique.

If let say X is an eigen vector corresponding to A\; and X is another eigen vector
corresponding to A2, A1 # Aa = X» cannnot be eigen vector corresponding to A;.

Proof: Suppose X5 is an eigen vector corresponding to A;.

= AX2 — )\1X2

also,

AX2 — )\2X2

= A1 X2 = A2 X,. But since X #£ 0, we get A\; = A2 which is not true. Thus our
assumption is wrong. X, cannnot be eigen vector corresponding to A;.

1 00
Ex: X #0, > AX whereA= 1|0 2 1
2 0 3
To get eigen values, |[A — A\I| =0
1-X 0 0
=] 0 2—-A 1 |=0
2 0 3—A
Solving the determinant we get A =1,2,3
When A =1,

0 0 O
0 1 1

\
\202}

t To

)
N
o)
() _,
)



We get the equations z3 + z3 = 0 & 2z1 + 223 = 0. Thus we get infinite eigen vectors

—k\
of the form X = (—kz .

\ %)
When )\ =2,

(A—2-DX =0

(—1 0 0
0 0 11X=0
\ 2 0 1}
We get the equations —z; =0 & z3 = 0 & 2z; + z3 = 0. Thus we get infinite eigen
0

vectors of the form X = | &
0

When \ = 3,
(A-3-1)X=0
(—2 0 0\
0 -1 11X=0
\2 o o
We get the equations —2z; =0 & —z, + 3 = 0 & 2z; = 0. Thus we get infinite eigen

(L)

vectors of the form X = \
k

Properties of Eigenvalues & Eigenvectors

. If Xis an eigen value of A, then 1 is an eigen value of A1

. If Xis an eigen value of A, then kX is an eigen value of kA.

Af AL, Ag, -+ -, A, a@re eigen values of A then AP, A8, --- AL will be eigen values of A?P.
. If Xis an eigen value of A, them X\ — k will be an eigen value of A — kI.

. A and AT have the same eigen value.

. Product of fthe eigen values is equal to |A].

. Sum of eigen values is equal to Trace(A).
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Proofs:



property 1.
AX =)2X
ATN(AX) = AT (AX)

X =XA1X)
Lx_—ax
A

= + is eigenvalue for A~! provided that A~! exists.
corollary: If any one of eigen value of A is zero, then A~! does not exist.
property 3.

If A1, A, -+, A\, are eigen values of A.
= 14.)(Z - )"LXZ V’l € {1, 2, cee g n}.

A(AX)) = ANX) = AX; = M(AX,) = AXX,

Therefore A2 will be eigenvalues for A%. Hence in general A} are eigen values for A?.

property 5.
a;p — A D) te a1n
Ao agy — A --- Qap
\A — )\I\ =0= ) ) =0
vdots T :
an1 an2 Tt Appn — )‘

|AT — X\ I| = 0 will heve the same determinant hence same characteristic equation hence,
same eigenvalue .

property 6. & 7.

aj; a2
Agyg = < .
Qs Q22

|A—)\I|:<a11_>\ a12/\):0

a1 az —
(a11 — A)(a22 — A) —az2la12 =0
A — (@11 + ag2)\ + annaxn — aziaiy =0
suppose i, A2 are roots of a second degree polynomial,
A=X)(A—=X2)=0
A2 — (A +A)A+ A0 =0



Comparing the equations, we get sum of eigenvalues = Trace(A) & product of eigenvalues
= [A].

Linearly dependent & independent sets

If for a set {vy,ve,---,v,}, a1v1 + @2va + -+ apvy, =0, 0, =0 V.
= the set is linearly independent.

If for a set {vy,vs, -, vn}, a1v1 + @22 + - - - + apv, = 0, but for some i, a; # 0.
= v; Will be linearly dependent on other vectors & the set is linearly dependent.

Ex: Identify R®* > {(1, 0, 0), (0, 1, 0), (O, O, 1)} as linearly dependent or independent set.
Oél(]., 0, ()) + a2(0, 1, 0) + 03(0, 0, 1) = (O, 0, 0)
= (al,az,ag) = (0,0,0)

= a; = 0V1

This implies R? is a linearly independent set.
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